
Project 1: Detecting 
Published vs. 
Unpublished Images 
in Wartime Archives
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Challenges and Opportunities in 
Analyzing Print Media Images

Dissemination of tons of photographs in 20th-century print media

Challenges to humanities scholars tracing image circulation

The combination of the traditional method—contextual analysis– 

in media studies and computer vision technologies
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Case Study: Jinchaji 
Pictorial series, a 
significant WWII-era 
photographic 
publication of the 
Chinese Communist 
Party (1942-1948)
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1. Juxtaposing Original And Printed Images 2. Tracking Photographic Circulation
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Two Key Ways Computer Vision Compares and Contextualizes Historical Photographs



Two Key Ways Computer Vision Compares and Contextualizes Historical Photographs

1. Juxtaposing Original And Printed Images 2. Tracking Photographic Circulation
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Case Study 1: Intentional Misinformation in Image Captioning
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Case Study 1: Intentional Misinformation in Image Captioning

转战在喜峰口外的晋察冀八路军
孔望摄

The Jinchaji Eighth Route Army 

outside Xifengkou; 

Photographer Kong Wang
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Fact Check

Scholar Si Sushi [Si 2016] has confirmed that this 

photographs was actually taken by photographer Sha Fei 

and the real shooting location was in Futuyu, Laiyuan 

County, Hebei Province, rather than Xifengkou in 

Qianxi County, Tangshan, Hebei Province. 
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“The Anti-Japanese War 
Zone and Resource 
Transportation Network 
in China (支那抗日戰區及
資源交通網要圖),” Yellow 
Region is Japanese-Army 
occupied area; This map 
was created by Japanese 
in 1941; Provided by 
Harvard University Library.
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Summary

❖ The importance of context in analyzing historiography and image editing

❖ The fluidity and adaptability of photographs as historemes: photographs and accompanying 

captions can be manipulated or adapted to various contexts within the realm of propaganda.

❖ Our computer vision pipeline can be used in combination with contextual analysis, a traditional 

media studies approach, to compare images and map the publication and circulation history of 

photographs.

❖Our paper: Du, Lin, Brandon Le, and Edouardo Honig. “Probing Historical Image Contexts: 

Enhancing Visual Archive Retrieval through Computer Vision.” ACM Journal on Computing and 

Cultural Heritage 16, no. 4: 84:1-84:17. https://doi.org/10.1145/3631129
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Project 1: Goal

• Use supervised learning, leveraging local feature matching, to classify 

whether historical photographs from the Manchuria Railway archive (Kyoto 

University, 1930s-1940s) were published in North China Magazine or 

remained unpublished. This project aims to refine an existing image retrieval 

pipeline by reducing false positives in its candidate matches, using the 

Aspanformer model for local feature verification. 

• The ultimate goal is to contribute to AI-assisted visual historiography by 

better understanding how editorial choices, aesthetics, and political agendas 

shaped wartime visual culture.

• We may turn this into a publishable research paper together.
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Dataset
• Archive Photos (A): ~40,000 digitized historical photographs. Each a ∈ A.

• Magazine scans (M): 2658 digitized pages from North China Magazine, from 
which individual images (m) are extracted. Each m ∈ M.

• Preprocessed Matches: For each archive photo a ∈ A, a list of the top-10 most 
visually similar magazine images m_1, ..., m_{10} ∈ M (identified using a self-
supervised learning model) is provided. Some of these matches are correct (true 
positives), while others are incorrect (false positives).

• Labeled Subset (A_labeled): A small subset of archive photos (A_labeled ⊂ A) 
will be provided with ground truth labels y ∈ {published, unpublished} based on 
verifying the top-10 matches (published if ≥1 correct match, unpublished 
otherwise). We currently have 66 labeled examples and can label more if 
needed for training/evaluation.
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Data Representation & Feature 
Extraction:

• Initial Representation and Matching: Each image (archive photo a or magazine 

image m) is represented by a pre-computed feature vector φ(image) ∈ R^1000. 

These 1000-dimensional embeddings were generated using a self-supervised 

deep learning model (based on contrastive learning, detailed in previous work: 

https://doi.org/10.1145/3631129), capturing global visual similarity. The 

provided top-10 candidate matches {m_1, ..., m_{10}} for each a ∈ A were 

identified by finding the nearest neighbors in this embedding space using cosine 

similarity: sim(φ(a), φ(m)) = (φ(a) ⋅ φ(m)) / (||φ(a)|| ||φ(m)||). These initial 

matches serve as the input for the refinement step.
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Data Representation & Feature 
Extraction:

• Refinement Feature: 

• Install Aspanformer (https://aspanformer.github.io/), a detector-free image matching 

model based on Transformers. 

• Role in this Project:

• Used to find reliable local feature matches (keypoints) between an archive photo (a) and its 

candidate magazine matches (m_j).

• The number of these matches (k(a, m_j)) serves as a robust feature (f(a)) to classify if the 

archive photo was truly published, overcoming limitations of global similarity embeddings.

•Reference: https://aspanformer.github.io/ (Chen et al., ECCV 2022)
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Data Representation & Feature 
Extraction:

• Refinement Feature: After installing Aspanformer, the core task is to use it to find local 

feature matches (keypoints) between an archive photo a and each of its top-10 

candidate magazine images m_j. For each pair (a, m_j), Aspanformer outputs a set of 

matching keypoint pairs. Let k(a, m_j) be the number of matching keypoints found.

• Classification Feature: For each archive photo a, we define a feature f(a) = 

max_{j=1...10} {k(a, m_j)}. This feature f(a) is a scalar value representing the strongest 

evidence of a match among the top 10 candidates based on local keypoints. Our dataset 

for classification can thus be represented as {(f(a_i), y_i)} for a_i ∈ A_labeled, where y_i 

is the corresponding ground truth label.
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Task
1. Implement Feature Extraction: Set up the Aspanformer environment. 

Run the model to compute the local keypoint counts k(a_i, m_j) for all 

a_i ∈ A_labeled and their respective top-10 matches m_j. Calculate the 

final feature f(a_i) = max_j{k(a_i, m_j)} for each labeled archive photo.

2. Analyze Feature Distribution: Examine the distribution of the feature 

f(a) separately for the 'published' (y=1) and 'unpublished' (y=0) classes 

within the labeled set A_labeled. Visualize these distributions (e.g., 

using histograms or kernel density estimates) to assess the feature's 

discriminative power. Does f(a) tend to be higher for published images?
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Task
3. Develop Classification Model: Given the scalar nature of f(a), develop a 

supervised classification model.

• Thresholding Approach: Determine an optimal threshold τ such that an image 

a is classified as "published" if f(a) > τ and "unpublished" otherwise. Optimize 

τ using A_labeled (e.g., maximizing accuracy/F1-score via validation or ROC 

analysis).

• Alternative Classifiers: Optionally, train other simple classifiers (e.g., Logistic 

Regression, SVM) on the feature f(a).

4. Evaluate Performance: Evaluate the chosen classifier's performance 

using appropriate metrics (e.g., accuracy, precision, recall, F1-score) on a 

held-out test set or using cross-validation within A_labeled.
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Project 2: Quantifying Visual 
Similarity of Illustrations Across 

Cultures using Image Embeddings
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Goal
•Employ unsupervised learning techniques, specifically image embeddings and 

similarity metrics, to quantitatively analyze and compare the visual 

representation styles of the same biological objects (plants and animals 

referenced in the Book of Songs / Shijing) as depicted in historical Chinese (Qing 

Dynasty) and Japanese (Tokugawa-to-Meiji era) illustrated commentaries. The 

aim is to explore patterns of visual continuity, divergence, or reinterpretation 

across these cultural contexts.

•We may turn this into a publishable research paper together too. 
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Datasets

• Chinese Illustrations (C): A set of n_C images, manually cropped from scanned pages of the Mao 

Shi Ming Wu Tu Shuo (毛诗名物图说, Qing Dynasty, Xu Ding). Each image c ∈ C depicts a specific 

object mentioned in the Shijing.

• Japanese Illustrations (J): A set of n_J images, manually cropped from scanned pages of Mōshi 

Hinbutsu Zukō (毛诗品物图考, Okamoto Ryūho) and Rikushi Sōmoku Chōjū Chūgyo So Zukai (陸

氏草木鳥獣虫魚疏図解, Tokugawa-to-Meiji era). Each image j ∈ J depicts a specific object 

mentioned in the Shijing.

• Paired Data: The core dataset consists of N pairs {(c_i, j_i) | i = 1...N}, where c_i ∈ C and j_i ∈ J 

are illustrations of the same biological object (identified by its name in the Shijing).
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Data Representation & Feature Engineering:

• Image Representation: Each illustration image (c or j) is treated as a data point. Given the nature of 

illustrations (potentially simpler line drawings compared to photographs), two main feature representations 

can be considered:

•  Deep Embeddings: Use a pre-trained Convolutional Neural Network (CNN), such as ResNet-18 (as 

mentioned in the slides), to extract a dense feature vector (embedding) φ(image) ∈ R^D for each 

illustration. D represents the embedding dimension (e.g., D=512 for the penultimate layer of ResNet-18). 

This captures higher-level visual semantics.

•  Traditional Local Features (Alternative): For simpler or line-art heavy illustrations, traditional computer 

vision features like SIFT (Scale-Invariant Feature Transform) could be explored. This would represent each 

image as a set of local feature descriptors, rather than a single vector. Comparing sets of features requires 

different similarity measures (e.g., matching SIFT keypoints and counting matches, similar to Project 1's 

use of Aspanformer, or using techniques like Bag-of-Visual-Words).

• Data Structure: If using CNN embeddings, we can conceptually think of two matrices: X_C ∈ R^(n_C x D) and 

X_J ∈ R^(n_J x D), although the primary analysis focuses on the N specified pairs.
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Task & Methodology (Unsupervised 
Analysis)

• Feature Extraction: Compute the chosen feature representation (e.g., CNN 

embeddings φ(c_i) and φ(j_i)) for all illustrations in the N pairs.

• Similarity Calculation: For each pair (c_i, j_i) representing the same object, 

calculate a visual similarity score. If using CNN embeddings φ(image) ∈ R^D, the 

cosine similarity is a standard choice: s_i = sim(φ(c_i), φ(j_i)) = (φ(c_i) ⋅ φ(j_i)) / 

(||φ(c_i)|| ||φ(j_i)||) This results in a set of N scalar similarity scores {s_1, ..., 

s_N}.
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Task & Methodology (Unsupervised 
Analysis)

•Analysis of Similarity Scores:

• Rank the object pairs (c_i, j_i) based on their similarity scores s_i from highest to 

lowest. Examine the illustrations at the extremes (most similar, least similar) to 

understand what drives the visual similarity/difference.

• Analyze the overall distribution of the similarity scores {s_i}. Does the distribution 

suggest a general tendency towards high similarity (implying copying or strong 

influence) or low similarity (implying divergence or independent artistic traditions)?
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If you’re interested in working with 
either project, please contact me at 
dulin525@gmail.com/WeChat: 
dulinlindu. I can share the datasets 
with you and provide Google Colab 
Pro Account. 
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