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Figure 1. Demonstration of HappyDB dataset http://sebastianruder.com/multi-task/index. html
Figure 3. Soft parameter sharing for multi-task learning in deep neural networks on 29 May 2017.
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