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Abstract

Principal component analysis(PCA) and k-means clustering methods are
adopted to analyze the character-event grouping problem in the novel
Dream of Red Mansion. Through analysis of the data, Jiabaoyu and Wang
Xifeng are the two main characters in this novel. And there are mainly
three story lines driving the plot development including love story line,
management affair line and outer environment line.

1 Preliminary analysis

Dream of Red Mansion is a very classical traditional Chinese novel which tells a story about
a noble family. It covers hundreds of distinctive characters and events and meanwhile reflects
the cruel social reality at that time in ancient China. It is always seen as a peak in ancient
Chinese literary history and well worth revisited from different perspectives. In this project
data analysis methods are taken to analyze characters and events in this classic novel.

Dream of Red Mansion has totally 120 chapters. From these chapters character and event
information are collected to form a 374 x 475 matrix, where 374 represents different charac-
ters and 475 represents different events. The element value is 1 if the character is involved
in the corresponding event, otherwise 0. From basic analysis it can found that some of
the characters involve few or even no event due to some collection errors. We thus erase
those characters involved in less than 4 events and finally get a 105 x 475 matrix with 105
characters and 475 events.

The characters are ranked in the descending order based on the number of events they
involve shown in 0. Similarly, the events are also ranked in the descending order based on
the number of characters they covered shown in B. The top 10 characters are ¥ €=, F
BRI, BESAL MRBEE, SOCH, ERA, A, 518, BT, )L respectively and the top 10
events are 92 [n @ B, Z Q595,91 M2 I, SEURICE A, MIA oS, IOAE R
JEAT 4, BTBTHE, PRAE R, ARSEBAHNAAE R, 22304 KM respectively.

2 Principal component analysis

Principal component analysis is a commonly used feature extraction method in data analysis.
Its ultimate goal is to find orthogonal principal component directions so that by projecting
the samples onto these directions, these samples can be separated. The detains are discussed
in class and will not be explained here.
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Number of events involved by each character (Descending order)
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59 63 65 51 57 76
Character ID

Figure 1: Number of events involved by each character

Number of characters involved by each event (Descending order)

Number of characters involved

49 388 51 169 275
Event ID

Figure 2: Number of characters involved by each event

2.1 Character analysis

We first apply PCA to the 105 x 475 matrix in order to separate different characters based
on the events they involve.

The explained variance ratio over the principal components are shown in B. From this figure
we can see that the first 2 principal components explain most of the variance and we will
further discuss about them in the following part.

Figure @ also shows the projection of characters on the first 2 principal components. And
the orange points are the top 10 characters involving the most events from section 1.

2.1.1 First principal component analysis

From Figure @ we can find that in the 1st principal component direction, those characters
with larger values are well separated from the others. And these characters are mainly
those involving the largest number of events. Thus we can conclude that the first principal
component mainly separate the main characters from the other supporting roles.
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Figure 3: Explained variance ratio of character principal components
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Figure 4: Character projection on 1st and 2nd principal component

And the events with the highest coefficients are also mainly those involving the largest
number of characters. This means most main characters participate in main events, which
is reasonable for a novel.

2.1.2 Second principal component analysis

In the second principal component direction, the top 10 main characters are separated into
two opposite directions shown in Tablell, which implies that they may belong to different
groups and the core characters of these two groups are TR and T§ 5 & respectively.

2.2 Event analysis

We then apply PCA to the 475 x 105 matrix in order to separate different events based on
the characters they involve.

The explained variance ratio over the principal components are shown in B. From this figure
we can see that the first 2 principal components can also explain most of the variance and
we will further discuss about them in the following part.



Table 1: Top 10 characters on second principal component direction

Largest projection value | Smallest projection value
ESE pESES
ERA MEEE
SORH HEL
DUHE EIN
F-JL
S

57 Figure B shows the projection of characters on the first 2 principal components. And the

ss orange points are the top 10 events involving the most characters from section 1.
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Figure 6: FEvent projection on 1st and 2nd principal component
50 2.2.1 First principal component analysis
60 From Figure B we can also find that in the 1st principal component direction, those events
61 with larger values are separated from the others. And these events are mainly those involving
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the largest number of characters. And the characters with the highest coeflicients are also
mainly those involving the largest number of events. This result is consistent with those in
section 2.1.1.

2.2.2 Second principal component analysis

In the second principal component direction, the top 5 events with the largest projection
values and top 5 events with the smallest projection values are listed in Table B.

In order to have a better understanding of this, we also list 10 characters with the largest
absolute coeflicients in Table B. From this table we can clearly find that these characters
forms two groups. W E ., REEE, 22 A have negative coefficients while others have positive
ones. This result is also consistent with the conclusion in section 2.1.2. Furthermore, these
coefficients indicate that in the second principal component direction, those events with
larger projection values center on Wang Xifeng’s group while those with smaller projection
values more likely on Jia Baoyu’s group.

Table 2: Top events on second principal component direction

Largest projection value | Smallest projection value
SLHEARKAR Ny RHAEAERE
BEER BENEEE
AR HEE BT RS % FEE, FREHL
PRk A PETTS
RUAHA: H B8k FEM

Table 3: 10 Characters with largest absolute coefficients

Character Coefficient
FEERC | 0.44359011257560904
FRA | 0.35246456220661915
TKE | 0.31659710726833724
YN 0.2812301116015962

T HE 0.26901365037093106
FIL 0.19548053053756675
S 0.1704363301196441
WEL ~0.321553779750935
MEE -0.2416205945946526
YN ~0.16123923490455275

3 K-means clustering

K-means clustering is also a data analysis method. It is an unsupervised method which aims
at dividing the whole samples into different clusters. Here we combine this method with
PCA to have a better understanding of the character-event grouping problem in Dream of
Red Mansion.

3.1 Character analysis

We use k-means clustering method to divide all the characters into 3 separate groups and
use these groups as labels to label the characters on the PCA projection map Figure @ and
get a labelled map Figure [@.

Each character cluster has clear meanings. Cluster 1 includes %5 %, BEFAN, MEEE, 78
A. Cluster 2 includes FFER,, FRA, HAHE, BHE, )L, BHEL and cluster 3 includes all
the other supporting characters.
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Figure 7: Labelled character projection map

3.2 Event analysis

We also use k-means clustering method to divide all the events into 3 different groups and
use these to label the events on the PCA projection map Figure B and finally get another
labelled map Figure B.

Based on previous analysis, these clusters also have specific meanings. Events in cluster 1
mainly reflect the effects of outer environment on the big novel family while other events
mainly focus on the inner affairs. Events in cluster 2 are mainly the love stories between
Jia Baoyu and his lovers. And events in cluster 3 are the daily management affairs centered
on Wang Xifeng.

- @ Clusterl
204 ® Cluster2
- LA 4 .. ® Cluster 3
LI .
< 157 e’ 3
g e T
a8
] . °* . o
5 10 . ® . Y]
= 1 » e ® L] -
o .t e oy .
2 [J - e L
ﬁ o ®8 g5 A\ 94 LI . .
[ D * % .
E 051 ogefe’s ¢y ®e ’ . e % o
3 Y T P L I . .
g ." . S * N’ .
2 . L]
2 00 XLy "ﬂ' ™ e ™, *
g [N e, s o ® s, & o .
5 " ge g W *° [
& o5 wﬂ .v;.' . .
[ ]
1.0 ‘29" e w ° ‘
-1.0 o Te® . .
T T T T T T T T
-1.0 -05 0.0 05 10 15 20 25

1st principal component direction

Figure 8: Labelled event projection map

4 Conclusion

By using different data analysis methods including PCA and k-means clustering to analyze
Dream of Red Mansion, several conclusions can be drawn. Jia Baoyu and Wang Xifeng are
the two main characters in this novel. There are mainly 3 story lines promoting the plot
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development. One is love story line centered on Jia Baoyu. Another is management affair
line centered on Wang Xifeng. And the final line is outer environment line which depicts
the interaction between this big family and the outer environment including the emperor
and other novel families.
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